
Page 1 of 7  
 

AI in the Sociological Perspective – 2026 
A Quick Review of AI 2025/2026:  

 

 

Figure 1 – Concept of the human–AI competence model: from knowledge automaƟon to intenƟon design 
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IntroducƟon 
Welcome back aŌer more than a year 뇤눎눐눑눒눏 In 2024, I published a series of three popular-science arƟcles 
in which I gradually built my own concept of an AI Assistant. As a short reminder: 

 In “To Use AI or Not to Use AI”, I proposed my own definiƟon of an AI Assistant (consumer AI) 
— as a system with specific funcƟons and responsibiliƟes, not just the ability to generate 
content, and capable of pursuing different goals depending on user needs. 

 In “Is AI Intelligent?”, I analyzed percepƟon, decision-making processes, reasoning, and the 
dynamics of model behavior. 

 In “Ethics in AI”, I asked whether AI can pursue goals when mulƟple criteria exist at the same 
Ɵme — and, most importantly, whose goals these should be. 

That trilogy was a starƟng point for further reflecƟon and described the possibiliƟes and limitaƟons of 
AI technology as of 2024. Today, the natural next quesƟon is: how wide can AI’s impact on society be? 
This arƟcle is dedicated to that quesƟon. 

Before analyzing social impacts, it is worth starƟng with a short summary of 2025, from the perspecƟve 
of AI development. 

 

2025 — A Summary of AI Trends 
As I predicted, 2025 brought dynamic progress in several key areas. 

1. Law and RegulaƟon 

2025 was the year when regulaƟons began to realisƟcally organize the AI market. For users, this meant 
less “anything goes” and more rules and responsibility. 

Previously developed legal concepts entered a phase of real-world tesƟng. As a result, we have seen — 
and will conƟnue to see — many disputes and court cases. A large part of them concern decisions made 
years earlier, especially in the area of model training. The logic of “let’s do it now and see later who 
proves it was illegal” turned out to be short-sighted. 

At the same Ɵme, concrete protecƟve mechanisms appeared in some areas, such as age verificaƟon or 
restricƟons on access to sensiƟve content. In pracƟce, this means one thing: AI stopped being an 
unframed experiment and became part of digital infrastructure — with accountability. 

 

2. The User Ecosystem 

AI is no longer just a “chat window.” It has become an integral part of the user’s ecosystem — from 
working with documents and email, through office task automaƟon, to advisory funcƟons and the 
generaƟon of images and short video formats. 

The most fundamental change, however, concerns context. AI assistants now operate based on 
interacƟon history and user preferences. The importance of carefully craŌed system prompts is steadily 
decreasing — interacƟon becomes naturally contextual. 
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Classic search engines, based on lists of links, are being replaced by conversaƟonal data analysis. In 
pracƟce, this creates a meta-search layer. 

 

3. Model Technology 

Models are simultaneously gaining reasoning abiliƟes and becoming lighter. Thanks to disƟllaƟon and 
compression, compuƟng power moves closer to the user — faster, cheaper, and locally. 

This leads to a key shiŌ: the advantage is no longer access to technology itself, but how it is used. 

 

4. The Social Aspect 

— and this is where things become most interesƟng … 

Social Awareness — Scale of AI AdopƟon 
Some indicaƟve data on AI adopƟon: 

 Globally, about one-third of the world’s populaƟon knows the term “AI”. 
 In countries such as India and Nigeria, over 90% of the populaƟon acƟvely uses AI. 
 In China — 83%. 
 In Poland — as many as 70% of people use AI regularly (oŌen without their employer’s 

knowledge). 
 In Poland, only 6% of companies have implemented AI in business operaƟons, placing the 

country at the boƩom of the region. 

The data comes from late 2025 from experimental studies (“Global AI Popularity Indicators”) using 
Deep Research tools (Gemini / ChatGPT). I treat it as unverified, but an interesƟng signal of trends. 

AI became a global phenomenon faster than electricity or the Internet. The scale and speed of 
adopƟon have no historical precedent. AdopƟon is progressing faster in lower-income countries than 
in wealthy ones. 

I assume that the social consequences of these trends will become clearly visible already in 2026. 

 

Law and Responsibility 
It becomes crucial to clearly define the rules of digital representaƟon of an AI Assistant and the scope 
of its autonomy. My posiƟon remains unchanged: the author is the user, and AI is a tool. 
The system does not have — and should not have — legal personality. 

A key vector in this discussion is data: both user data and data used by AI systems. I assume, by default, 
that both streams are obtained legally — without this assumpƟon, further discussion makes liƩle sense. 

When talking about data in the AI context, it is impossible to ignore the concept of the prompt, 
meaning an execuƟon instrucƟon. For me, a natural analogy is a yellow sƟcky note on a fridge saying 
“buy milk” — present in millions of homes worldwide. Such an instrucƟon may have operaƟonal or 
organizaƟonal meaning and may someƟmes be protected as confidenƟal informaƟon, but it is hard to 
treat it as a unique “literary work” under copyright law. 
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Only on such a foundaƟon — with clear separaƟon of roles, data, and responsibility — can meaningful 
discussions about transparency and legal consequences of AI use take place. I hope that 2026 will bring 
further clarificaƟon in this area. 

 

EducaƟon in the Age of AI 
Changes in educaƟon systems are ongoing. Below, I present an illustraƟve example of the direcƟon in 
which — in my opinion — this change should go. 

Modern educaƟon systems are sƟll largely based on the so-called Prussian school model — focused 
on storing structured, clearly defined knowledge in students’ memory. In a world of informaƟon 
overload and rapidly changing cogniƟve contexts, this approach is losing its purpose. 

AI, as an extension of human intelligence, challenges the need to memorize large sets of data that are 
themselves temporary. It is worth noƟng that even advanced knowledge models — such as Gemini or 
GPT — can already be inaccurate due to domain knowledge models becoming outdated. 

This situaƟon encourages reflecƟon on a new teaching paradigm. Instead of repeated drills aimed at 
efficiency in many narrow areas — oŌen serving only to “pass” and move to the next educaƟonal level 
— educaƟon could focus on building a coherent, interdisciplinary knowledge model. 

Such a model allows faster movement to higher levels of abstracƟon and returning to concrete issues 
only when truly needed. Skill development can happen individually, according to interests and natural 
predisposiƟons. 

An example of knowledge currently under revision? The Pythagorean theorem. It is taught and 
repeated at every stage of educaƟon. The total Ɵme spent learning and pracƟcing it across a populaƟon 
amounts to millions of hours. 

In pracƟce, only a small fracƟon of society uses it. The world around us is mostly based on rectangles 
and circles. Personally, the last Ɵme I faced a “triangle problem” was several years ago when cuƫng a 
piece of carpet — I solved it by tracing the shape, not by mathemaƟcal calculaƟon. 

Of course, many calculaƟons are triangle-based, but with modern progress, this knowledge becomes 
increasingly specialized and should be reinforced in specialist educaƟon, not general schooling. 

Dividing knowledge into siloed subjects is a very human soluƟon, but — as AI model design shows — 
not an opƟmal one. In AI models, school subjects or domains are just labels, while relaƟonships 
between objects are built across mulƟple dimensions. 

This is one reason why people struggle to answer quesƟons phrased differently from learned formulas, 
while AI can adapt context to the way a quesƟon is asked. 

 

“We Don’t Know” — Clarified Logically 

A common error is treaƟng lack of evidence as evidence of a result, rather than as a cogniƟve state. 

Other errors include: 

 assuming only two possible states: yes or no, 
 accepƟng one of them as binding without jusƟficaƟon. 
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 Meanwhile, “we don’t know” is oŌen the most accurate cogniƟve state. 

This is another paradigm that needs to change: 

 moving away from binary yes/no logic toward discrete state logic. 
 Unlearning habits formed since childhood, such as automaƟcally applying the “natural 

distribuƟon” heurisƟc and treaƟng 50% risk as consensus when knowledge is missing. 
 “We don’t know, but we can assume” is a natural starƟng point for exploraƟon — as long as, 

over Ɵme, this assumpƟon is not silently replaced with a claim. 

InteresƟngly, this approach can reduce “hallucinaƟons” on both sides — human and AI 뇤눈눉눊눍눋눌. 

 

Example of a Task in a New EducaƟonal Paradigm 

“Calculate how many blocks are needed to build a bridge between two banks of a drawn river. 
You may use AI assistance, but no longer than 10 minutes — that’s how long your phone baƩery lasts. 
Then build the bridge using the planned number of blocks. Finally, present your work and jusƟfy why 
you used that number of blocks. You may work in pairs.” 

In this approach, as AI becomes widespread, key competencies will include: 

 designing experiments and precisely defining concepts, 
 building knowledge, including creaƟng one’s own classificaƟon methods, 
 criƟcal and systems thinking, 
 problem solving and decision making. 

In the long term — opƟmisƟcally — I assume that the democraƟzaƟon of knowledge may increase 
the dynamics of the Flynn effect (growth of average IQ) by genuinely supporƟng cogniƟve processes. 

 

The Labor Market and AI 
AI will accelerate the rotaƟon of roles we are used to in various industries. This will bring real social 
consequences. 
The cost of automaƟng rouƟne tasks has dropped dramaƟcally, opening space for further process 
opƟmizaƟon. 

From the employee’s perspecƟve: 

 change becomes permanent, and professional mobility becomes the norm, 
 automaƟon first targets repeƟƟve, stagnant tasks when economically jusƟfied, 
 responsibility increases, along with the importance of analyƟcal and creaƟve skills. 

From the employer’s perspecƟve, AI creates a real opportunity to reduce operaƟonal costs while 
increasing efficiency. However, this can lead to a mental shortcut where cost reducƟon becomes the 
main goal, and AI implementaƟon merely an “add-on” aligned with market trends. 

I do not further develop arguments oŌen appearing in public debate — I treat them rather as 
declaraƟons and promises that sƟll require verificaƟon. 
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The labor market will be one of the most interesƟng areas of upcoming change, shaped by many factors 
beyond AI itself. I leave this topic open, limiƟng myself to two perspecƟves: a thought experiment and 
a historical analogy. 

Thought experiment: 
If all organizaƟons implement the same highest level of AI — what remains a source of compeƟƟve 
advantage? 
→ My answer: the human factor. 

Historical analogy: 
In the 19th century, people feared that railways would stop cows from producing milk and that 
humans would suffocate at “dizzying” speeds. 

Today, we view these fears with distance — and it is possible that current fears about AI will be seen 
similarly. 

 

Pace of Change 
In technological and social evoluƟon, two extreme aƫtudes toward change can be idenƟfied, strongly 
influencing the pace and manner of adaptaƟon. 

 RevoluƟon — a rapid, significant change in a short Ɵme. History shows that revoluƟons oŌen 
come with high adaptaƟon costs: conflict, losses, and the risk of distorƟng the original goals. 

 Kaizen — an approach based on conƟnuous, evoluƟonary improvement. In medicine, it is 
someƟmes defined as the smallest change fully acceptable to the paƟent. 

Between these poles lies a wide spectrum of change-management methods. 

Media calling AI development a “revoluƟon” does not directly translate into the real pace or scope of 
changes inside specific organizaƟons. The choice between a sudden breakthrough and gradual 
improvement remains an autonomous organizaƟonal decision, based on strategy. 

 

CogniƟve Utopia 
Even though I consciously live in my own informaƟon bubble, someƟmes something reaches me. For 
example: 
“Today we will talk to an AI Expert about the best methods of breasƞeeding.” 

I menƟon trends and changes in thinking, but I am far from cogniƟve utopia. AI is not a single field, but 
a technological conglomerate processing different types of data (knowledge). Meaningful statements 
come from domain specialists on specific topics — not from an abstract “AI Expert”. 

I do not even know whether the “AI Expert” menƟoned above was a person who could write a prompt, 
or an AI Agent instance speaking with a human voice 뇤눈눉눊눍눋눌 

For me, criƟcal and systems thinking sƟll applies. Let’s not assume someone can think for us. 

In this sense, the “AI Expert” becomes a symbol of cogniƟve utopia — an aƩempt to shiŌ responsibility 
for thinking from oneself to an external authority, and in the AI context — from a human to a tool. 
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Summary 
The maturity of general-purpose AI agents — in my definiƟon, AI Assistants — such as ChatGPT or 
Google Gemini, has reached a saƟsfactory level. From the 2024 perspecƟve, the scale and pace of 
development turned out to be even greater than I originally expected. 

At the end of 2025, a new layer of specialized agents appeared — such as GitHub Copilot, Codex GPT, 
or AnƟgravity (Google) — which I have been intensively tesƟng for several months. They show in 
pracƟce how AI can influence specific work processes — a topic I will return to in future arƟcles. 

2025 can be summarized as the closure of a technological phase. 2026 will be the beginning of a 
deeper, AI-based transformaƟon, which I see as a vector sum of phenomena only outlined in this 
arƟcle. 

“This arƟcle is a synthesis of my own exploraƟons and reflecƟons developed during postgraduate 
studies ‘Digital TransformaƟon and AI’ at Kozminski University.” 

 


